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Abstract. This paper focuses on the challenge of building technical
agents that act flexibly in modern computing and information environ-
ments. Flexibility is approached in terms of both cognition (ranging from
reactive to pro-active) and sociability (ranging from isolated to interac-
tive). It is argued that existing agent architectures tend to inherently
limit an agent’s flexibility because they imply a discrete cognitive and
social behavior space. A generic constraint-centered architectural frame-
work is proposed that aims at enabling agents to act in a continuous
behavior space. According to this framework flexibility is not considered
to be a property that can be directly implemented, but as a property that
emerges as a result of an agent’s continuous attempt to handle local and
global constraints. The long-term challenge rised by the thoughts and
ideas in this paper is to integrate various existing constraint-handling
approaches and to valididate the usefulness of the generic framework
through its implementation and application.

1 Introduction

Modern computing platforms and information environments are becoming more
and more distributed, large, open, dynamic, and heterogeneous. Computers are
no longer stand-alone systems, but have become tightly connected both with
each other and their users. The increasing technological complexity of such plat-
forms and environments goes together with an increasing complexity of their
potential applications. This development has led to a rapidly growing research
and application interest in agents as a powerful concept and guideline for de-
signing, implementing, and analyzing complex information processing systems
in which decentralized data are processed in an asynchronous but concerted way
by several computers that act more as “individuals” rather than just “parts”.
There is no universally accepted definition of the term agent (see e.g. [16, 63] for
more detailed considerations on this term), but generally it is used to refer to a
computational autonomous entity , that is, an entity that runs on a computing
device and to some extent decides upon the activities it takes in order to meet
his design objectives independent of humans and other agents. Building agents
that deserve to be called flexible is one of the major driving forces in the field of
agent-based computing, where flexibility is usually assumed to be composed of
the following three basic ingredients [30]:

? This is a shortened and revised version of [61].



– reactivity : the ability to respond in a timely fashion to environmental changes;
– pro-activeness : the ability to generate and rationally pursue goals; and
– sociability : the ability to interact with other agents and possibly humans by

exchanging information, coordinating activities, and so forth.

In view of the requirements and challenges that arise in the context of modern
computing systems and their applications, it is obvious that flexibility is a key
property that agents need to possess in order to operate successfully. This paper
takes a closer look on how to build agents that are flexible with respect to their
cognitive (reactive and pro-active) and their social (isolated and interactive)
behavior. The structure of the paper is as follows. Section 2 argues that existing
agent architectures tend to inherently result in a limited flexibility because they
imply a discrete behavior space. Section 3 proposes an alternative, constraint-
centered view of achieving flexibility that aims at avoiding this limitation. Section
4 describes a generic architectural framework called CCAF that integrates the
main thoughts and ideas of this alternative view. Section 5 concludes the paper
with a summary, a note on related work, and an overview of open research
issues. A number of pointers to related research efforts are provided throughout
the paper.

2 Discrete versus Continuous Behavior Spaces

A wide variety of architectures—particular methodologies (including arrange-
ments of data, algorithms, and control and data flows) for building agents—has
been described in the literature (see, e.g., [24, 38, 62] for an overview). A ma-
jor characteristic of existing architectures is that they are implicitly based on
the assumption that reactivity, pro-activeness and inter-activeness are “pure”,
disjoint behavioral modes: there is nothing in between them, and every goal or
task (or every context in which a goal or task is pursued) allows to uniquely
and correctly determine at every time which of the “pure modes” is appropriate.
This assumption is very critical and inherently restricts an agent’s flexibility,
because the “pure modes” define a discrete behavior space composed of just a
few, disconnected behavioral “isles” or repertoires. Figure 1, which is based on
the standard view of reactivity and pro-activeness as cognitive characterizations
and of interactivity (as opposed to isolatedness) as a social characterization of
an agent’s behavior, illustrates this drawback.1 Obviously, the repertoires allow
only a very limited form of “graceful degradation” in an agent’s behavior. Most
importantly, “discrete behavior space architectures” require a mapping of all
potential environmental situations and activity contexts to a few discrete reper-
toires at design time. Moreover, they require the identification of the criteria for
switching between the pure modes, which is to say that they require to foresee all
conditions and circumstances under which an agent will have to act reactively,
pro-actively, and interactively in order to fulfill his mission.
1 This figure takes care of the fact that many existing architectures do not capture

what could be called “reactive interactivity” or “interactive reactivity”; instead,
reactivity is usually associated with isolated behavior.
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Fig. 2. The continuous behavior space metaphor.

In order to avoid the flexibility restrictions implied by existing architectures,
an extended and more natural view of an agent’s behavior space is required. An
obvious alternative would be to not assume the existence of just two social and
two cognitive discrete modes, but to have continuous levels of sociability and
cognition. According to this view, an agent is not flexible in that he switches
between a few behavioral repertoires, but is flexible at various levels: sociability
now varies from isolated to interactive, and cognition now varies from reactive
to pro-active as a continuum. Figure 2 illustrates this view. In the next section it
is argued that this alternative can be realized under certain conditions through
constraint handling.



3 Toward a Constraint-centered Realization

From what has been said above it follows that some sort of behavior-influencing
mechanism is needed that enables an agent to act in a continuous behavior space
on multiple levels of sociability and cognition. An intuitively obvious and ap-
pealing candidate for such a mechanism is constraint handling. It is an obvious
candidate because agents can be considered, in a very natural way, as entities
that are surrounded by and must cope with various constraints that do have,
or should have, a significant impact on both their social and cognitive behavior.
The most common examples of constraints are time bounds, cost bounds, and
requirements on the desired solution quality. These three constraints are present
in one or another form in most, if not all, application domains. Other examples
of constraints that are available at the agent and group levels are an agent’s
individual preferences, collective preferences of groups, psychological or social
commitments, limitations on resources an agent or a group wants to use, roles
an agent is expected to play in joint processes, norms an agent has to take into
consideration, conventions that apply in an agent’s application domain, and so
forth. It is an appealing candidate because if offers a new perspective of isolated
activity, interactivity, reactivity, and pro-activeness as observable properties that
emerge as a result of an agent’s continuous attempt to handle local and global
constraints while he tries to meet his design perspective. Constraint handling
inherently offers the possibility, or even requires, to act at different levels of so-
ciability and cognition, and an agent can be said to be cognitively and socially
flexible to the degree he can handle—identify and (fully or partially) satisfy—
the constraints he is confronted with. This is in clear contrast to the standard,
discrete behavior space perspective that aims at achieving flexibility through
directly implementing pure behavioral modes and appropriately switching be-
tween them. Having said these more general, motivational things, a closer look
has to be taken on the specific conditions under which “continuous flexibility”
can be achieved through constraint handling.

Condition 1. Most obviously, constraints on the one hand and an agent’s inter-
nal activities (ranging from environmental analysis over planning and learning
to communication) on the other must be tightly intertwined:

– an agent should be able to dynamically modify and refine the set of con-
straints as he runs any internal activity such that ideally each internal ac-
tivity can result in a modified constraint set (constraint identification and
acquisition); and

– an agent should be able to execute each of his internal activities under the
given constraints such that ideally none of his activities violates constraints
(constraint satisfaction).

Here are two simple illustrations of this intertwining:

– An agent analyzing the current sensor input finds out that the resources he
would need for successfully pursuing some of his goals are limited or that



the access to these resources need to be coordinated with other agents. The
limitation constraint may have a significant impact on the goal ranking,
while the coordination constraint may require to initiate negotiation and
contracting activities.

– New commitments, roles, and responsibilities may arise as a result of a ne-
gotiation or contracting process, and these new constraints may require an
agent to revise his planned future activities.

These illustrations also show that an agent has to be able to cope with the fact
that constraints can dynamically raise or disappear as a result of his own activ-
ities. Obviously, realizing this intertwining is particularly difficult in domains in
which constraints change dynamically due to the activities of other agents’ or
humans. Related work dealing with dynamic constraint satisfaction is, e.g., [4,
9, 54].

Condition 2. An agent must be able to carry out each activity he considers as
relevant for a solution process in cooperation with other agents, whenever the
constraints he faces require this. (Here coordination means that an agent carries
out an activity together with others or that an activity is completely delegated
to one or several other agents. Note that available architectures typically restrict
coordination to script generation/planning, whereas e.g. situation analysis and
failure analysis are often treated as local activities that are not distributed.) The
following basic examples illustrate this condition:

– An agent considers the possibility to share some time-critical control task
with one or several other agents, if control appear to be too time-consuming
for him. After having communicated with other agents (where this com-
munication itself is subject to the time constraint), the agent comes to the
conclusion that distribution of control would result in a faster solution and
thus tries to establish “control contracts.” The set of agents he considers as
potential cooperators may be constrained by commitments in which he is al-
ready involved, and time pressure also guides him in his choice of the method
he uses for selecting cooperators (e.g., iterated negotiation or voting).

– If an agent is required to provide a low-cost solution but communication
with other agents is expensive due to limited available bandwidth, then he
will avoid negotiation activities even if this results in a solution of low(er)
quality.

As these examples show, taking the constraint-centered view serious means that
communicative and coordinative acts among agents have to be designed, to a
large extent, in a strictly constraint-triggered way. This also means that the
contents of communicative acts are determined by constraints to a remarkable
degree. Taking an extreme position, it can be even argued that constraints (and
nothing else) constitute the “necessary and sufficient conditions” for commu-
nicative and coordinative acts—the agents communicate and coordinate if and
only if this is required by the constraints they have to fulfill.

It is important to see that this condition does also concern an agent’s con-
straint handling process itself: constraints can require an agent to identify and



satisfy constraints in cooperation with others. This can be the case, for instance,
if constraint identification requires to search through databases which the agent
simply is not allowed to access or if constraint satisfaction is too complex to be
solvable by the agent without violating available time/cost constraints. Available
work that is relevant w.r.t. the distribution of the constraint handling process
is, e.g., [13, 26, 52, 53, 64, 65].

Condition 3. Agents must be able to reason about their constraints, and to
involve other agents into this reasoning process whenever necessary. Following
the argumentation in [33] (see also [10] for earlier considerations on this subject),
this kind of reasoning must be quantitative in nature, because qualitative, purely
symbolic reasoning about constraints like time and costs can be extremely com-
plex especially in large-scale agent and multiagent contexts. More specifically,
this means that achieving continuous flexibility through constraint handling re-
quires an agent to be able

– to assign quantitative values to the constraints that express their relative
importance they have for him;

– to assign quantitative values to the constraints that express the degrees to
which he is willing to violate them;

– to assign quantitative values to the constraints that express the estimated
risk of violating them (given the current environmental circumstances and
the activity sequence he intends to execute); and

– to communicate (exchange, negotiate, refine, etc.) these quantities with other
agents and humans.

This ability constitutes a profound basis for applying efficient mechanisms for
(joint) constraint relaxation and propagation. In particular, based on these quan-
tities an agent or a group of agents can efficiently evaluate the worth of alterna-
tive activities or activity sequences under the given constraints, supervise (joint)
solution processes, and gracefully redirect solution processes in the case of con-
straint violation. Again here are some simple illustrations:

– An agent quantitatively expresses the degree to which he prefers a qualita-
tively high to a cheap solution in the case of his goal A, and how he weights
the costs compared to the processing time in the case of his goal B.

– An agent quantitatively describes to what extent he is willing to relax role
and normative constraints under the condition that this relaxation helps to
cope with resource constraints.

– An agent decides to follow a cheaper “computation-sensitive” solution path
rather than a more expensive “communication-sensitive” path. If it turns out
during the solution process that the quality of the solution tends to be lower
than he expected, then he reconsiders his choice and decide in a quantifiable
way how to proceed from that point of the solution process such that the
violation of the quality constraint is kept as minimal as possible.

– An agent asks other agents for analyzing the current situation and informs
them about his “constraint preferences.” The other agents make offers and
quantitatively specify to what degree they could fulfill the constraints.



Related work dealing with the quantification of constraints in the context of
scheduling is presented in [21, 20] (design-to-time scheduling) and [55, 57, 56, 59]
(design-to-criteria scheduling). Related research on the quantification of motiva-
tions, which can be also viewed as constraints an agent has to satisfy, is reported
in [58].

Condition 4. An agent must be able to efficiently handle constraints as he
carries out any internal activity. This requires that an agent’s reasoning about
constraints (including key activities like constraint identification, relaxation, and
quantification) is realized in a centralized way. In principle, it would be possi-
ble to treat constraint reasoning as a distributed, internal process. In this case,
different internal activities (e.g., negotiation and exception handling) would in-
dependently of each other take care of available constraints. However, because
in general (i) constraints are highly dynamic (they appear and disappear con-
tinuously as a result of an agent’s own and other agents’ activities), (ii) different
internal activities are concerned by the same constraints, and (iii) constraint
handling itself should not violate available constraints, it is most likely that a
distributed internal constraint handling process is inefficient and results in a
poor performance both at the agent and the group level.

It is noted that the above mentioned conditions are not disjoint, but related
to each other. It is also stressed that this list of conditions is not claimed to
be complete; instead, it is argued that these conditions are most elementary for
achieving sophisticated flexibility through constraint handling.

4 An Architectural Framework based on Constraints

Figure 3 shows a generic architectural agent framework, called Constraint-Centered
Architectural Framework (CCAF), that aims at capturing the constraint-centered
view of flexibility and its conditions. According to this generic framework, an
agent is composed of several kernel management modules (coordination, adap-
tation, script, execution, and constraints), where each module consists of several
elementary activities or processes that are carried out by an agent in order to
meet his design objectives. The activities within the management modules use
and modify different data or information sets, as indicated by the data flow
arrows. The figure also shows the basic flow of control between the internal ac-
tivities, where a control link from a box A to a box B means that B (or its
components) can be invoked or activated by A (or its components). The CCAF
includes several standard data links. For instance, as indicated by the corre-
sponding data flow arrows, the communication and interaction protocols mainly
concern the coordination management, and the performance data are of partic-
ular relevance to the adaptation and execution management modules. Similarly,
the CCAF includes several standard control links. For instance, the control link
from the script management module to the execution management module indi-
cates that script activities are usually followed by execution activities, and the
control link from the execution management module to the adaptation module



indicates that an agent usually tries—on the basis of the monitored performance
data—to improve his overall performance through failure analysis and learning.
In addition to that, the CCAF integrates the “constraint-specific conditions”
mentioned in the previous section as follows. Condition 4 (“centralized realiza-
tion of an agent’s constraint handling activities”) requires the separate constraint
management module in which all basic constraint handling activities run in a
centralized manner. Condition 3 (“quantitative reasoning about constraints”)
requires the existence of explicit reasoning and quantification processes located
within the constraint management module. Condition 1 (“tight intertwining be-
tween internal activities and constraints”) results in the bidirectional data flow
links between the set of constraints and each of the management modules. Con-
dition 2 (“constraint-induced cooperation”) implies the control links from all
other modules to the coordination management module. Finally, the conditions
1 and 2 additionally require that there are control links from the constraint
management module to all other management modules.

5 Discussion

Summary. The paper started from the observation that the concept of agents
has the capacity to play an important role in understanding, managing and us-
ing distributed, large-scale, dynamic, open, and heterogeneous computing and
information environments, and pointed out that flexibility (i.e., the ability to act
reactively, pro-actively, and socially) is a desirable key property of agents. It then
was argued that the flexibility that can be achieved through existing agent archi-
tectures is inherently limited, because they tend to generate a discrete behavior
space that consists of just a few behavioral repertoires. An architectural frame-
work, called CCAF, was introduced that aims at avoiding this limitation. The
basic idea, or claim, behind the CCAF is that flexible behavior emerges along
two continuous axis—cognition and sociability—as a result of an agent’s attempt
to handle constraints. Four conditions were identified that are considered to be
essential for achieving continuous flexibility through constraint handling. With
the help of these conditions the constraints inherently determine an agent’s be-
havioral path by both preventing and enforcing activities that an agent carries
out in order to achieve his goals. There are two contrary views of constraints:
constraints as “a bad thing an agent has to cope with,” and constraints as “a
good thing that supports an agent in navigating through the space of possible
cognitive and social behaviors.” The CCAF, in some sense, brings these two
perspectives together.

A Note on Related Work. Constraint handling is a well known topic in arti-
ficial intelligence in general (e.g., see [17, 35] and also the constraints archive at
http://www.cs.unh.edu/ccc/archive/) and in the field of agent-based systems in
particular (e.g., [14, 18]), and it is beyond the intention of this paper to compre-
hensively list all the works that are related to the thoughts and ideas presented
here (various pointers have been already provided above and several others fol-
low below). Two agent architectures that should be mentioned here because of
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their close relationship to CCAF are EXCALIBUR (e.g., [40]) and WAFFLER
(e.g., [1]). Both EXCALIBUR and WAFFLER focus on agents acting in real-time
scenarios and both aim at exploiting constraint-oriented reasoning as a method
for balancing reactivity and pro-activeness. For that reason both architectures
can be viewed as instantiations of the CCAF. Compared to EXCALIBUR and
WAFFLER the CCAF is broader in its scope and vision of the potential role
of constraints and constraint handling for agents. In particular, CCAF does not
only deal with the cognitive dimension (“reactivity versus pro-activeness”) but
also with the social dimension (“isolatedness versus interactivity”) of flexibility
from a unified constraint-centered perspective.

Open Issues. The constraint-oriented view of building flexible agents brings up
several research issues, where the following appear to be particularly challenging:

– An agent’s or a group’s quantitative reasoning about constraints must be
bounded, that is, like all other activities this reasoning has to be conducted
under the available constraints. However, currently it is unknown how the
problem of “constraint violation through constraint handling” can be solved
efficiently. More generally, this requires to clarify how the CCAF and its
“quantitative meta-reasoning about constraints” conception is related to the
concepts of metalevel rationality (e.g., [43–45]) and social rationality [27] and
to utilitarian—decision-theoretic—meta-reasoning (e.g., [7, 28]).

– There is a need for a “global constraint metrics” that allows multiple agents
to unambiguously reason and communicate about their constraints and how
to handle them. Such a metrics must be unique and known to all cooperating
agents within a task domain, but may vary for different domains.

– As coordination and communication themselves are subject to the con-
straints, it has to be clarified whether this raises specific requirements on the
coordination/communication languages and protocols used by the agents.

– It is broadly accepted that autonomy is a key feature of agents, but it is
unclear how this feature on the one hand and autonomy on the other are
related to each other. Intuitively, it appears that constraints require, or in-
herently imply, variability and adjustability in an agent’s autonomy (“con-
straints constrain autonomy”). Details of this requirement—its formalization
and practical realization—still need to be clarified. Work that may be of help
in this respect can be found in [39].

– Another important open question is how the constraint-centered approach
to agent design scales up to societies consisting of hundreds and thousands
of agents. What happens if more than just a dozen agents try to simulta-
neously and dynamically handle their constraints? How stable and robust is
such a system, and are there any criteria for ensuring global stability and
robustness?

– The algorithms that realize an agent’s internal activities need to be highly
constraint-sensitive, that is, they should be designed such that an agent can
act in accordance with available constraints and in response to changes in his
constraint set at each point of the overall problem solving process in which
he is engaged. In view of the three most common constraints—time, costs,



and quality—, this means that there is a strong need for “any-time, any-
cost, and any-quality algorithms.” The insight that such algorithms play an
important role in building intelligent systems is not new in AI, and there is
available work that is of particular relevance from the point of view of CCAF.
For instance, there are approaches to reactive and anytime planning (e.g.,
[5, 6, 11, 12, 15, 22, 23, 41] and also [31, 36]), real-time search (e.g.,[25, 29, 32]);
constraint-based negotiation (e.g., [42, 48, 51]); negotiation/interaction-based
constraint satisfaction (e.g., [8, 34]); anytime constraint satisfaction (e.g., [37,
60, 66]); “soft contracting” that allows agents to break contracts and thus
to act more flexibly e.g. in response to unexpected changes in their con-
straints (e.g., [2, 49, 50, 47]); coalition/team formation under time and cost
constraints (e.g, [46]); deadline-based multiagent scheduling [19]; and real-
time learning (e.g., [3]).

Disclaimer. This paper attempts to contribute to our understanding of what
it means to build “really flexible agents.” This paper should not be seen as
describing finished work. Instead, the CCAF is best viewed as a starting point
for further discussion and research on computational flexibility, and as a plea for
combining and integrating the various related approaches mentioned throughout
this paper into a unified, monolithic and coherent whole. It is a major long-term
challenge for future work to identify the benefits and limitations of the CCAF
through practical implementations and experimental analysis.

Acknowledgments. Many of the ideas described above were stimulated by
the various research efforts referred to in this paper. Victor Lesser drawed my
attention to the important role of an agent’s ability to meta-reasoning about
constraints, and one of the reviewers made me aware of the potential relationship
between this kind of meta-reasoning and existing approaches to utilitarian meta-
reasoning.
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