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Abstract

Two standard schemes for learning in classifier systems
have been proposed in the literature: the bucket brigade

algorithm (BBA) and the profit sharing plan (PSP). The

BBA is a local learning scheme which requires less memory
and lower peak computation than the PSP, whereas the
PSP is a global learning scheme which typically achieves a
clearly better performance than the BBK This “require-
ment versus achievement” difference, known as the local-

ity /globality dilemma, is addressed in this paper. A new
algorithm called hierarchical chunking algorithm (HCA) is
presented which aims at synthesizing the local and the
global learning schemes. This algorithm offers a solution
to the locality /globality dilemma for the important class of
reactive classifier systems.

The contents is as follows. Section 1 describes the local-
ity /globality dilemma and motivates the necessity of its
solution. Section 2 briefly introduces basic aspects of (re-
active) classifier systems that are relevant to this paper.
Section 3 presents the HCA. Section 4 gives an experimen-
tal comparison of the HCA, the BBA and the PSP. Section
5 concludes the paper with a discussion and an outlook on
future work.

1 Motivation

The foundations for classifier systems (CSs for short) were laid by Holland
(1975) and Holland and Reitman (1978). CSs are parallel, message-passing,
rule-based systems that are capable of environmental interaction and of rein-
forcement learning through credit assignment and rule modification. Up to
now two different learning schemes for credit assignment in CSs have been



proposed: the bucket brigade algorithm (BBA for short, e.g. Booker, 1982;
Holland, 1985, 1986; Riolo, 1988) and the profit sharing plan (PSP for short,
e.g. Grefenstette, 1988; Holland & Reitman, 1978). These two schemes sig-
nificantly differ from each other in that the BBA is a local learning scheme
which incrementally assigns credit whenever the CS interacts with its en-
vironment, whereas the PSP is a global learning scheme which episodically
assigns credit only when the CS receives a reinforcement signal from its en-
vironment. A consequence of this difference, known as the locality/globality
dilemma, is that the BBA requires less memory and less peak computation
than the PSP, but the PSP typically achieves a better performance level than
the BBA. Roughly, this is because the PSP needs to maintain detailed in-
formation about the past activities carried out by the CS, whereas the BBA
has difficulties in generating long activity sequences that are both useful and

stable.
There is a lot of work centered around the locality /globality dilemma in

the context of the BBA and the PSP; for instance, see the performance com-
parisons of the BBA and the PSP described in (Grefenstette, 1988; Weif,
1992) and the investigations and considerations on the formation and main-
tenance of activity sequences presented e.g. in (Holland, 1985; Riolo, 1987,
1989; Robertson & Riolo, 1988; Wilson, 1987). However, despite this work
it is still an open and challenging research issue to develop a local algorithm
like the BBA that possesses the learning abilities of a global algorithm like
the PSP. This issue has been addressed by the work reported in this paper.
A new learning algorithm called hierarchical chunking algorithm is presented
which offers a solution to the locality/globality dilemma for the important
class of reactive CSs, that is, CSs whose activity is, at each time, exclusively
triggered by the information they have about the actual environmental state.

2 An Introduction to Classifier Systems

This section gives a brief introduction to basic aspects of CSs. For a more
comprehensive introduction the reader is referred to (Booker, Goldberg, &

Holland, 1989; Goldberg, 1989; Wilson & Goldberg, 1989).

The prototypical organization of a CS can be described as follows. Struc-
turally, a CS is composed of four major components:

e An input interface which consists of at least one detector providing
information about the environment in the form of messages.

e An output interface which consists of at least one effector enabling the
system to interact with the environment.

e A classifier list which consists of condition/action rules called classi-
fiers. The condition part specifies the messages that satisfy the clas-
sifier, and the action part specifies the messages to be sent when the
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classifier is activated. Associated with each classifier is a quantity called
its strength.

e A message list which contains the messages sent by the detectors and
the classifiers.

Functionally, the overall activity of a CS results from the repeated exe-
cution of the following major cycle:

1. Activation of the input interface: The actual detector messages are
added to the message list.

2. Activation of the classifier list: The system decides which classifiers are
allowed to produce new messages. This is done by running a strength-
based competition between all satisfied classifiers.

3. Activation of the output interface: The system interacts with its envi-
ronment in dependence on the contents of the message list.

4. Credit assignment: Strength-update rules are applied to adjust the
classifier strengths such that they reflect the classifiers’ relevance to
goal attainment.

5. Rule modification: Some classifiers are modified by a genetic algorithm.

An important class of restricted CSs is that of reactive CSs. In these
systems only a single classifier is selected during each major cycle, and this
selection is guided only by the actual detector messages (and not by internal
messages). Reactive CSs have been extensively used for theoretical and ex-
perimental studies (e.g., see Wilson, 1985; Grefenstette, 1988), and they are
also taken as a basis for the work described in this paper.

As mentioned in section 1, the BBA and the PSP have been proposed
as credit assignment schemes. In its elementary form, the BBA locally up-
dates the classifier strengths as follows. Whenever a competition runs, each

satisfied classifier C; makes a bid Bid;,
Bidj = b- Strj - Spec; (1)

where b is a small constant called risk factor, Str; is C}’s strength (initial-
ized with a constant Str'™* for all classifiers) and Spec; is C}’s specificity
(a quantity expressing the classifier’s relevance to particular environmental
situations). The probability that a bidding classifier C; wins the competition
is given by
Bid,

S ercs Didh ®

2 cies Bid
where B is the set of all bidding classifiers. A winning classifier reduces
its strength by the amount of its bid, and hands this amount back to its



predecessors, that is, to those classifiers whose preceding activities enabled
it to become active. (The winning classifiers pay for the privilege of being
active, and the predecessors are rewarded for appropriately setting up the
environment.) Formally, if C; is a winning classifier and P; is the set of
its1 predecessors, then the strengths are modified according to the following
rules:

StTj = St’f‘]—BldJ and (3)
Bid,

Str; = Sm+|;|j VO, eP; . (4)
J

Additionally, if an external reward is received from the environment, then it
is equally distributed among the classifiers that sent the effector-activating
messages. The idea underlying the BBA is to internally reward classifiers
that are useful in achieving specific goals but that are not active when the
external reward is obtained.

The PSP in its elementary form updates the classifier strengths as follows.
Bidding and selection of the winning classifiers is done according to (1) and
(2), respectively. In contrast to the BBA, the PSP globally rewards sequences
of active classifiers. At the end of each episode (i.e., whenever an external
reward Ext is received) the strength Str; of each classifier C; that was active
at least one time during this episode is modified according to rule

Str; = Str; — Bid; + b - Ext (5)

where b is the risk factor used in bid calculation.

There are many variants of the BBA — e.g., see (Dorigo, 1991; Huang,
1989; Riolo, 1990; Weif}, 1991; Wilson, 1985, 1987) — as well as of the PSP —
e.g., see (Grefenstette, 1988; Holland & Reitman, 1978; Weif}, 1992). How-
ever, none of these variants solves the locality /globality dilemma.

3 The Hierarchical Chunking Algorithm

Chunking is an experience-based learning mechanism which was originally
proposed within the frame of a psychological model of memory organization
(Miller, 1956). According to this model, chunking refers to the process of
correlating pieces of knowledge or sensory input in such a way that they can
be treated and used as a single memory unit or “chunk” on its own. If it is
explicitly assumed that already existing chunks can be used for building new
ones, then this process is referred to as hierarchical chunking. Hierarchical
chunking has received much attention in psychology as well as in artificial
intelligence; for instance, see (Chase & Simon, 1973; Chi, 1978; Newell &
Rosenbloom, 1981; Rosenbloom, 1983; Rosenbloom & Newell, 1986). In
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the following, a new algorithm called hierarchical chunking algorithm (HCA
for short) is described which was designed to solve the locality/globality
dilemma for reactive CSs; this algorithm synthesizes the local (BBA-type)
and the global (PSP-type) learning paradigms by applying the mechanism
of hierarchical chunking to successful sequences of active classifiers.

Under the HCA each classifier C; is assumed to be of the generalized form
Cond;/Act;, where

Cond; = {(cj1, ..., Cjr;) (6)
specifies the tuples (my, ..., m,;) of messages my that satisfy C; and

Actj = <Clj1, Ce ,aj3j> (7)
specifies the sequence (my, ..., m,;) of messages my, to be sent when C; wins

the competition (r;,s; € N for all j). Each message sent within a sequence
of messages is immediately processed by the effectors; with that, a CS is
able to carry out several environmental interactions (instead of just a single
interaction) within one major cycle.! In the following, the length of Act; of
a classifier C; is called the level of C;, and is denoted by L;; furthermore, if
L; =1, then Cj is said to be an elementary classifier, and if L; > 1, then
C; is said to be an extended classifier or macro-classifier or a chunk. As an
illustration of this generalized view of classifiers, consider a CS which has to
navigate from the start state S to the goal state G in the maze shown in
figure 1. Assuming that the CS is able to interact with its environment by
moving, in each location, to one of the neighbouring locations, an elementary
classifier might represent the behavioral rule “If the current location is in the
upper-left area, then move one step to the right”, and an extended classifier
might represent the rule “If the current location is in the middle area, then
first move one step to the left and then one step down”.

The HCA arranges a hierarchical competition between the classifiers for
the right to produce new messages. Among all satisfied classifiers, only the
highest-level classifiers are allowed to make bids and to compete against each
other. More exactly, if S is the set of all satisfied classifiers (in the actual
cycle), then only the classifiers being contained in the set B,

B:{CjZOjGS and LjZLIVCZES}, (8)

are allowed to participate in the competition. Each classifier C; € B calcu-
lates a bid according to (1), and the probability that C; wins the competition
is given by (2).

'The definition of C'ond; corresponds to the traditional notion of a classifier’s condition
part. Against that, the definition and interpretation of Act; establishes a rather unconven-
tional notion of a classifier’s action part which opens up new possibilities in the coupling
between a CS and its environment.



The HCA modifies the classifier strengths similar to the implicit BBA
proposed by Wilson (1985). Compared to the general BBA described in
section 2, the HCA takes a simplified point of view of a classifier’s predecessor
which bases on the assumption that the temporal order of active classifiers is
imposed by the environment. If the classifiers C; and C; won the competition
in the previous and the actual cycle, respectively, then Cj is considered to be
the only predecessor of C; (i.e., P; = {C;}), and their strengths are adjusted
according to (3) and (4). In this way a linkage is established between time-
adjacent classifiers.

At the beginning (i.e., before learning takes place), the classifier list is
assumed to contain only elementary classifiers. The extended classifiers are
dynamically formed and dissolved under the HCA in the course of environ-

mental interaction. The formation and dissolution of extended classifiers cor-
respond to the formation and dissolution of chunks, respectively, and make

up the core of the HCA. The criteria used for trlggerlng formation and dis-
solution are conceptually similar to (and, in fact, have been inspired by) the
group-development criteria proposed by Weifl (1993a, 1993b) in the context
of BBA-based multi-agent learning. Formally, the formation and dissolu-
tion criteria are as follows. Let C; be the preceding winning classifier, C;
the actual winning classifier, B the set of all actual bidding classifiers, and
W= ﬁ >-c,en Stry the average strength of all classifiers contained in B. A

new (extended) classifier Cond,;/Act; o Act; with
ACtiOACtj = <CLZ‘1,...7ai5i,aj1,...,ajsj> (9)

is formed out of C; and C}, if and only if

1

Str; > p+o- S (Stry— p)? (10)
’B’ CeB

where o is a constant called formation factor. The strength of the new

classifier is initialized with Str;. Conversely, an (extended) classifier C}, € B

is dissolved and removed from the classifier list, if and only if

Stre<p—p- | 3 (Str—p)’ (1)
’B’ CeB

where p is a constant called dissolution factor. With equations (10) and

(11), formation as well as dissolution take place if the strength of a classifier

is not within the “standard range” that can be expected given the average

strength and the strength deviation of the bidding classifiers. Because both

criteria are defined over the strength values, extended classifiers are formed
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Figure 1: Maze.

and dissolved in an experience-based and goal-directed manner. Further-
more, because strength adjustment, formation and dissolution are strongly
interrelated and mutually influence each other, the HCA endows a reactive
CS with highly dynamic adaptation and learning abilities. (It should be
noted that the HCA does not require more information for realizing learning
than the BBA; in particular, the HCA forms and dissolves classifiers on the
basis of local information and, in contrast to the PSP, without the need of
an episodical trace of all — useless and useful — winning classifiers.)

4 Experimental Analysis

As an initial learning domain a navigation task first introduced by Sutton
(1990) has been chosen. This type of task captures the essential features
of the locality/globality dilemma, and it is well suited for experimentally
comparing the HCA, the BBA and the PSP. Subsequently experiments on
the task of learning to navigate through the maze shown in figure 1 are de-
scribed.? The maze is a 10 by 7 grid of locations, where the shaded locations

are_obstacles that cannot be entered. In each location the CS can move to
each of the neighbouring locations, except where such a movement would

take the system into an obstacle or outside the maze. The CS has to learn to
move from each possible location of the maze to a fixed location called goal
state (G). If and only if the goal state is reached, then a non-zero external
reward is provided, a new location called start state (S) is randomly chosen
and the next episode starts.

Some implementational details. A problem of every system that works
with an internal representation of its environment is the mapping problem,
that is, the problem that the system can produce discontinuous mappings
from input to output even if the environment is continuous (and vice versa).

2 A number of experiments with other mazes has been performed, varying the grid size,
the directions in which the system can move, and the number of possible starting states,
the position of the goal state, and the number and positions of the obstacles. The results
of these experiments are qualitatively similar to those presented below.
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This problem also exists for CSs (Wilson & Goldberg, 1989), and in order
to avoid or at least strongly reduce it, the following domain-specific decimal
coding is used. If the CS is in the location (z,y), then the actual detector
message simply is of the form (x,y). Furthermore, each classifier is of the
form (u,v)/{wy, ..., ws), with (u,v) being its condition part and (w, ..., ws)
being its action part (v € {1,...,10}, v € {1,...,7} and w; € {0,...,7}).
Associated with each classifier C; is an integer M; called its matching ra-
dius. M, is randomly chosen from the integer interval [0, ..., M™*], and is

used to define C}’s specificity as Spec; = 1 +1M* (The smaller a classifier’s
J

matching radius, the higher is its specificity, and reversely.) A classifier C;
having (u, v) as its condition part matches each detector message (z,y) with
r € u—M;,...,u+ M andy € [v—M,,...,v+ M,;]. A classifier hav-
ing (wq,...,ws) as its action part codes the activity sequence “First go to
direction wy, then to direction ws, ..., and finally to direction w,”, where di-
rection “0” is interpreted as “north”, “1”7 as “north-east”, “2”7 as “east”, and
so on. (As an illustration, consider the classifier C; = (9,6)/(5,6,4), and as-
sume that M; = 1. This classifier matches the detector messages (8,5), (8,6),
(8,7), (9,5), (9,6), (9,7), (10,5), (10,6), and (10,7), and codes for the activity
sequence “First go one step southwest, then one step west, and finally one
step south”.)3

In order to guarantee the system’s capacity to act, a variant of Wilson’s
(1985) create operation has been implemented as follows. Whenever the sys-
tem enters a location (z,y) whose associated detector message is not matched
by any classifier, then a new elementary classifier C; = (u,v)/(w,) is created,
where u is randomly chosen from the interval [x — M, ...,z + M;], v is ran-
domly chosen from [y — M;, ...,y + M,], and w; is randomly chosen from
{0,...,7}. With that, the system never stops moving around and searching
for the goal state.

In the experiments a slightly modified, more “reactive” PSP has been
used: instead of adjusting the strengths of all classifiers that won during
an episode, only the strengths of the last 4 winning classifiers are adjusted
according to (5). This modification is consistent with the general notion of a
reactive system; in particular, it is realistic to assume that a purely reactive
CS is only “aware” of the last few actions, no matter when the last external

reward was received. . .
Finally, some details on the implemented genetic algorithm. The genetic

algorithm is applied with probability 0.04 at the end of each episode. If
applied, 5 percent of the classifiers, which are selected with probability pro-
portional to the inverse of their strengths, are replaced by new classifiers. The

3Traditionally, a tertiary coding over the alphabet {0, 1,4} is used, where # acts as
a don’t-care symbol. Obviously, this is a very problematic, discontinuous coding for the
task domain under consideration, because in this case the condition part of a classifier can
match detector messages that represent completely different, non-adjacent locations.
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Figure 2: Performance Profiles.

new classifiers are created as follows. Until no further classifier is required, a
classifier C; is selected with probability proportional to its strength and mu-

tated, resulting in a new classifier C}. If Cj is of the form (u, v)/(wy, ..., w,)
and Mj is its matching radius, then C is of the form (u',v') /(wy, . .., w}) with
v =u+a, v =v+band w), = (w,+cx)mod8 for all k € {1,...,s}, where a
and b are randomly chosen from the integer interval [—M;, ..., +M;]| and ¢
is randomly chosen from [—1,0,4+1]. The matching radius of C’ is randomly

chosen from [0,..., M™*]. No crossover operator is applied. (In other ex-
periments not described in this paper we found that the standard crossover
operators are rather inefficient for the learning domain under consideration,
since they typically produce classifiers which represent illegal moves.)

Figure 2 shows the performance profiles of the PSP, the HCA, the BBA
and a random-walk algorithm (i.e., an algorithm which randomly and with
uniform probability selects, in each location, a legal direction and moves
one step in this direction). The parameter setting was as follows: b = 0.1,
Strintt = Ext = 1000, 0 = p = 2, and M™® = 3. (The classifier system
turned out to robust over a broad range of the parameters, and the learning
effects reported here are not restricted to exactly this setting.) Each curve
shows, averaged over 100 runs, for each of the episodes 1 to 1000 the num-
ber of decisions (cycles) required to reach the goal state. In each run the
CS was initialized with a set of 100 randomly generated classifiers. At the
beginning of learning, each learning algorithm started at the random perfor-
mance level. Each of the three learning curves rapidly falls within the first
30 episodes. (Interestingly, with that the PSP, the HCA and the BBA led to
an early behavioral improvement much like the dynamic-programming ap-
proaches investigated by Sutton (1990) did for the same type of task.) After
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about episode 40, the curves of the PSP and the HCA continuously decrease;
the curve of the BBA requires a longer period to become smooth, namely
about 230 episodes. Averaged over the last 100 episodes, the mean episode
length achieved by the PSP, the HCA, the BBA and the random-walk algo-
rithm is 6.2, 15.4., 27.3 and 142.8, respectively. (The behavior of the learning
algorithms was observed up to episode 5000. After episode 1000 the perfor-
mance levels of the three learning algorithms did not further improve and
remained almost constant.) Obviously, each of the three learning algorithms
performed significantly better than the random-walk algorithm. In particu-
lar, after about 85 episodes, the curve of the HCA runs between the curves of
the BBA and the PSP: the HCA clearly outperformed the BBA and, at the
same time, remained below the performance level of the PSP. This illustrates
that hierarchical chunking is an appropriate mechanism for synthesizing lo-
cal and global learning principles, and that the HCA successfully combines
BBA-type and PSP-type learning.

(It is worth to note that even the best performing algorithm, the PSP,
left room for improvement, since the minimal episode length, averaged over
all legal positions, is 3.0. This shows that CSs, after more than 15 years of
existence, still establish an open and challenging area of research on machine
learning. )

5 Conclusion

The HCA attacks the locality/globality dilemma in the context of reactive
CSs by bringing together local and global learning principles known from the
BBA and the PSP, respectively. On the one side, the HCA retains the local
strength adjustment rules of the BBA. On the other side, by introducing
the concept of extended classifiers or chunks and by providing mechanisms
for their formation and dissolution, the HCA achieves global adjustment
qualities much like the PSP does. As a consequence, the HCA approaches
to both the lower computational requirements of the BBA and the higher
performance level of the PSP.

Wilson and Goldberg (1987) proposed to introduce higher organizational
units in the learning and performance processes of a CS in order to cope with
the chaining problem (i.e., the problem of generating and maintaining long
chains of active classifiers) as well as with the cooperator/competitor dilemma
(i.e., the dilemma that classifiers being active in a chain are cooperative w.r.t.
strength adjustment but competitive w.r.t. the selection mechanism of the
genetic algorithm). The HCA is much in the spirit of this proposal: the
chunks formed and dissolved under the HCA act as such organizational units,
since they eliminate (or at least greatly reduce) the need for long chains of
elementary classifiers.

Like the standard PSP, the HCA in its present form is not applicable to
general CSs. This is an important objection because general CSs, compared
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to reactive ones, allow multiple winning classifiers per cycle as well as the
processing of internal messages, and, with that, achieve a higher degree of
parallelism and cognitive plausibility. We think, however, that the HCA can
be fully extended towards general CSs. In particular, in artificial intelligence
there is a plenty of work on learning by chunking in rule-based systems and
production systems (e.g., see (Laird, Rosenbloom & Newell, 1986) and the
references therein), and this work is likely to be very stimulating and useful
for constructing such an extension.

The work described in this paper shows new perspectives of several issues
of current CS research, including the locality/globality dilemma, the coop-
erator/competitor dilemma, the chaining problem, the mapping problem,
and the system-environment interaction. However, further investigations are
needed in order to fully understand the merits and limitations of hierarchical
chunking in CSs.
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