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Abstract. Recent years have seen an increasing interest of multiagstem
research in employing the theory afgumentatiorfor the development of com-
munication protocols. While significant progress has beadearin formalising
argument-based communication, (possitiaptivg agent-levelargumentation
strategiesas apractical integration of rational agent reasoning and inter-agent
dialogue have received fairly little attention. In this papve propose an imple-
mentation of a simplified form of argument-based negotiatising a generic
social reasoning framework. This framework allows for t&géc and adaptive
communication towards private goals within the limits dfeaality. The feasibil-
ity of the approach is illustrated in an agent-based welalijgkscenario, showing
that its performance is comparable to that of simple pragoassed negotiation
while imposing much stricter and much more realistic caists.

1 Introduction

Communication between intelligent agents is one of the e@tones of multiagent
system (MAS) technology. Most of the time, this communimatis realised in terms
of (1) agent communication languages (ACLSs) defining thecstire of messages (usu-
ally in a speech-act [4] like format) and (2) interactiontools specifying admissible
sequences of messages and imposing constraints on thetsooitéhese.

Recent years have seen an increasing interest in empldntéory ofargumen-
tation for the development of communication protocols. This ies¢rests on the view
that rational agentsreason and make decisions by constructing and comparing arg
ments for and against particular conclusions [13, 11]. ldeitds natural to viewa-
tional interactionas a disciplined process of argument exchange. As a consegjue
significant progress has been made in formalising argutpased communication,
founded in various formal theories of argumentation (e2§. [L4], [3]). One area of
particular interest isrgumentation based negotiatigABN) [17], in which agents ex-
change arguments in order to reach beneficial agreements.

So far, however, fairly little attention has been paidtgumentation strategiess a
practical integration of intra-agent rational reasoning and (heretignal) inter-agent



dialogue via argument exchanfjEven less work has been done on argumentation strat-
egy adaptation. This is paralleled in general ACL reseasek €.g. [12, 7] for recent
overviews of the field), where the problem of coming up withcgatimal communi-
cation strategy thabbeysa given semantics,but still ensures beneficial interaction
outcomes for the agents themselves, is largely unresolved.

One reason why argumentation strategies and their adaptadive received fairly
little attention may be the relatively high expressivenglsargumentation protocols,
which makes them both difficult to implement and hard to agirduring execution. In
the light of the latter problem, however, the need for ad@eprgumentation strategies
becomes even more pressing.

In this paper, we take a first step towards the use of adajtategies in argument-
based dialogues. For this, we conceptually follow a genagent-centric model of
strategic interaction that makes a clear distinction betwagents’ social behaviour
on the one hand and their internal rational reasoning on ttiner.dRational interaction
then means that agents may only engage in communication aydhat respects their
alleged mental state (as suggested by their social behdwile practically implement
a simplified form of argument-based negotiation using ai@ddr instance of thénF-
FrA social reasoning framework [20]. We illustrate the fed#ibof the approach in
a agent-based web linkage scenario, and show that its peafae is comparable to
that of simple proposal-based negotiation while imposingimstricter and much more
realistic constraints.

The paper contributes to the state of the art in argumergebasmmunication in
two main ways. First, it presents the first attempt to procatgghly expressive and
flexible approach to adaptive communication strategiegguraent-based communi-
cation in general, and argument-based negotiation inquéati. Second, our practical
implementation contributes to bridging the gap betweebajl¢argumentation) proto-
col design and rational agent design.

The remainder of this paper is structured as follows. We fiiisoduce a generic
model of strategic interaction in a prescriptive socialteah In Section 3, we then lay
out our approach for adaptive reasoning about communitgi@dterns. Section 4 in-
troducednterest-based negotiatipa form of argumentation-based negotiation, which
will serve as an underlying argumentation model in an apfittc scenario. Experi-
mental results obtained in this scenario will be given irtisecs. Section 6 rounds up
with some conclusions.

2 A Generic Mode of Strategic Interaction

As suggested in the introductory section, the perspectevadopt towards argumenta-
tion (and towards communication in general) is entirelyrageentric. The problem we
are trying to solve can be stated as follows:

4 Preliminary work has begun to investigate the outcomes férdnt simple strategies in
argument-based communication [1, 15].

5 We mearpstensibleadherence to a given semantics here, e.g. by aasiifjbeing in a partic-
ular mental state (for mentalistic semantics [22, 6]a®if entering into a social commitment
(for commitment-based semantics [23, 10]).
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Fig. 1. Agent-centric model of strategic interaction

Given a set of dialogue patterns tied to constraints regagdiamong other
things) participants’ internal structure, how can we design agent that is
capable of employing these patterns — in compliance withctirestraints at
hand —in order to optimise her own long-term profit?

We should take a minute to describe what is meant by this.dnrtbst general sense,
any communication mechanism in a MAS ties the use of certainnsunicative pat-
terns (protocols, single utterances or publicly obseahbn-linguistic” or “physi-
cal”, i.e. environment-manipulating, actions) to spectfanstraints, which may also
concern mental states (such as beliefs, desires, andioierfb]) particularly of those
agents taking part in the communication. Since these ppgiser constraints are usu-
ally assumed to be common knowledge for all agents situatéiei samesocial con-
text they (together with the actual communication) raise miugMpectationsegarding
these agents’ behaviours. As figure 1 suggests, anythingsthitered by an agent is
interpreted on the grounds of the social context and leattetoonstruction of @ub-
lic identity of the communicating agent. This identity reflects (1) winet agent has
publicly claimed about her internal state and (2) how thiseen to relate to her ac-
tual behaviour by other agents. However, although herantas are generated by the
agent’s internal reasoning mechanism, the actual intestagé may differ significantly
from her public identity, and this is where the strategicesjef communication comes
into play: In contrast to the internal state of an agent, hdalip identity is subject to
inspection by a peer and will evoke certain reactions on Ber$ side and hence affect
the outcome of any communicative interaction. Thus, thextlgerself has an incentive



to manipulate her public identity, albeit the social contmanfines the range of possible
manipulations.

ABN is an instance of this model that allows agents to inflegheir public identity
directly, namely by conveying information about their égléd) internal state in order
to support their proposals or claims. While an agent mighfgnth arguments that are
not in line with her internal state, the public identity ifsmust be consistent so as not
to reveal this difference. Otherwise, other agents mighpsi refuse to interact with
the agent at all due to the latter’s inability to interacts@ably.

As an example, consider an insincere agémtho is deliberately deceiving ageht
when claiming that she is trying to achieve g6alln a framework of rational commu-
nication, A would be expected to act (and speak) in accordance with dinsydtment
to G, e.g. by not claiming to pursue contradictory goals at thmeestime, by dropping
the goal if it is achieved or if it becomes unachievable, Btis reasonable to assume
that unlessA says anything that contradicts these principles of ratign@vhich can
be seen as a social context in the context of communicatiomydicates through her
physical actions not to be pursuidgy she can maintain her public identity towarHs
and keepB thinking she is in fact trying to achiev&. This is exactly what is meant by
strategic compliance to a social context: to ensure otrers bertain expectations about
our own future behaviour, we must succeed in maintainingiangonicative stance that
is in concordance with the social context, even if our inkstate and reasoning con-
tradicts the construed public identity.

3 Reasoning with Adaptive Communication Patterns

To develop agents that are capable of strategically dealittgthe complex dialogue
patterns required for argumentation, we make use of thesatbsbcial reasoning frame-
work InFFrA proposed in [21], and, more specifically, the formal mad&FFrA sug-
gested as a concrete instancénsfFrA in [8].

The Interaction Frames and Framing Architectimfe~rA is an abstract framework
for reasoning about and learning different classes of aaténs in the form of so-
calledinteraction frameghenceforth called frames). Each of these frames charseser
a category of interaction situations in terms of fdesheld by the interacting parties
andrelationshipsbetween them, (2rajectoriesthat describe the observable surface
structure of the interaction, and (8pntextandbelief conditions that need to hold for
the respective frame to be enacted. FurthetrA definesframing as the activity of
constructing, adapting and strategically applying a sehtfraction frames from the
point of view (and in accordance with the private goals) ofrale agent. Roughly
speaking, framing consists of four phases:

1. Interpreting the current interaction in terms gberceived frameand matching it
against the normative model of tlaetive framewhich determines what the inter-
action should look like.

2. Assessing the active frame (based on whether its condiwe currently met,
whether its surface structure resembles the perceivedatiten sequence, and
whether it serves the agent’s own goals).



3. Deciding on whether to retain the current active frametoetiver tae-frame(i.e. to
retrieve a more suitable frame from one’s frame repositariocadjust an exist-
ing frame model to match the current interaction situatind the agent’s current
needs) on the grounds of the previous assessment phase.

4. Using the active frame to determine one’s next (commuivieasocial) action,
i.e. apply the active frame as a prescriptive model of sdabviour in the current
interaction.

The m'InFFrA framework turns these abstract concepts of interactiomésaand
framing into a concrete computational model for discréteet two-party, turn-taking
interactions. A frame imVInFFrA consist of (1) atrajectory, i.e. a linear sequence
of message or “physical” action patterns (possibly coimairvariables), (2) condi-
tion/substitution pairs that represent past enactmentseoframe in terms of variable
values and conditions that held at the time of the enactra@nt(3) counters that keep
track of (i) the frequency with which aancounter prefiXi.e. an initial sub-sequence
of a perceived conversation) matched the frame trajectody(#) the frequency with
which certain condition/substitution pairs appeared agimces of the frame. Instead of
quoting [8] for a formal definition of'InFFrA frames, let us take a look at an illustrative
example?

T

F = << 5 request(4, B, X) 3, do(B, X)),
@1 @2

< {can(B, X)},{can(B,pay(S)} >
C1

(2 ([A/a),[B/b], [X/pay($100))),
Ca

L ([A/v], [B/al, [X/pay(S)]) ))

As for the individual elements of’, thetrajectory T’ captures the following interac-
tion experienceA has asked3 five times to perform (physical) actioli, B actually
did so in three of these instance&nowledge about the remaining two cases would
typically be stored in a different frame. The substitutiehsand conditions” sum-
marise the following observations: In two of the successfstances®,/C), it was
a who asked and who heeded the request, and the action was to pay $100. In both
casescan(b, pay($100)) held true (; always corresponds t@; in a frame). In the
third case, roles were swapped betwaemdb and the amoun$ remains unspecified
(which does not mean that it did not have a concrete valuesiytly that this was
abstracted away in the frame).

Thus, mInFFrA frames facilitate the description of (observations abdiiajogue
sequences by means of generalised message (and acti@hpdtigether with past

% For the sake of readability, we write the counter values texhe corresponding trajectory
steps and substitutions.
" do is used as a special performative to indicate execution ysipal actions.



variable values and context conditions. At the same tiney, tlan be used as a concrete
representation for the abstract social context mentiobegtes combining behavioural
expectations and context conditions in the most general way

As for the semantics of frames, these are defined in terms afobapilistic
model regarding the possibleontinuationsof a dialogue. This is done based on
a domain-dependent real-valued similarity measuren message patterns (and se-
quences thereof)r is defined using a distance metric between mes8ages ex-
tended into a similaritys(¢, F') between a substitutiod and an entire framée"
with trajectoryT’(F') and substitution®(F") by summing over individual similarities
o(T(F)9,TO;(F)) between the message pattern sequence inducédyg the past
cases stored i®(F'). Moreover,©;(F') is only considered if the corresponding condi-
tion setC;(F) is currently satisfied.

Given a frame repositoryy = {F1y,... F,} representing the agent’s interaction
experience, and a (possibly empty) sequemncaf messages perceived in the current
conversation, the probability of encounter prefixbeing concluded withw’ computes
as

P(w'|w) = > P@|F,w)P(F|w),
FeF ww'=T(F)9

i.e. the probability that somE is enacted under a specific substitutibauch thatvw’
equals the trajectory af' undery. To compute the probabilities on the right-hand side
of this equation, we assume thatd|F, w) « o(¢, F') in the sense that the likelihood
of any substitution is proportional to its similarity to @fne as compared to that of any
other substitution still possible. The probabilf( F'|w) is computed by looking at the
occurrence counter value corresponding to the last eleaféhtF) (i.e. to7T(F') as a
whole).

Based on this probabilistic semantics, [20] defines a twetlalecision-making
and learning process: at the (lower) action level, agergsutibty estimates:(w, KB)
(which are obtained, for example, by computing the utilifpbysical actions that oc-
cur along a dialogue sequeneeunder current knowledg&B and assigning a small
communication cost to each “non-physical’ message) to mexei the expected utility
within the activated frame (i.e. among all substitutions thatftaisie still permits). This
also involves adversarial search in the space of variallistgutions the agent and her
peer may apply in their respective part(s) of the conveysatht the (upperframing
level, which is concerned with choosing a frame to activetenfa given frame reposi-
tory F, agents use a variant of hierarchical Q-learning (baseteogtionsframework
proposed in [16]) to learn optimal re-framing strategiesdimanging frames during an
encounter if (1) the current frame trajectory no longer eascthe perceived encounter
message sequence, (2) frame conditions no longer applid) dhé frame no longer
seems to offer positive utility under the optimal substitnt

To allow for the adaptation of frames from actual interactéxperience, [9] ex-
tends the aforementioned distance metric on message sexpterframes and interprets
frames as clusters in the space of possible conversa@unster validatiortechniques

8 See [9] for details on this metric.
° This assumes the agent maintains some kind of knowledgefbBsand can verifyKB |= ¢
for any ¢ entailed byKB.
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Fig. 2. Basic control flow of interest-based negotiation

are then used to decide whether (and how) new observatianddsbe merged into
existing frames or whether they should be used to create draave.

For lack of space, we omit further details of this learning decision-making pro-
cess. For our purposes, it shall suffice to note thiatFFrA provides a framework for
decision-theoretic (boundedly) rational selection amdjlterm adaptation of dialogue
patterns in the form of simple interaction frames. This isieeed by providing agents
with an initial set of admissible patterns, to which theylaild their experiences over
time. Based on similarity considerations and long-ternuaudation of feedback re-
garding the usefulness of different frames in differengfiattion situations, they can
optimise their frame and action choices. In the following, will use this architecture
for learning and decision-making in a complex social conteamely that of interest-
based negotiation.

4 Interest-Based Negotiation

In contrast toproposal-basedegotiation, in which agents merely exchange propos-
als (such as contracts in contract nets, deals in bargagmiggods and prices in auc-
tions), argumentation-basedegotiation [17] allows agents to exchange information
about their internal state in order to convince the other @haarticular course of joint
action will be mutually beneficialnterest-based negotiatigitBN) [18] is a particular
ABN framework which allows agents to argue over each otheefiefs, goals, and the
means for achieving these goals. In this paper, we are coedavith a simplified vari-
ant of IBN in which an agents’ proposal may be (1) challengeddking for reasons (in
terms of the agent’s beliefs, goals, etc.) that lead to hgoti@ion stance and (2) justi-
fied by the agent, whereupon the challenging agent may @)katthis justification until
finally the attack, if successful, leads to a (4) concesdiam brings the agents closer
to an agreement. Figure 2 illustrates the basic control fibthe dialogues we model
here. The original IBN framework described in [18] enablesrenflexible dialogues



(e.g. involving shifts in focus during the dialogue). As artihg point and to make the
simulation viable, however, we consider only a subset adetossible dialogues and
explore strategy learning within this sub&@t.

The process of IBN can be seen as traversal of a so-agdlelgraphthat facilitates
the representation of goal hierarchies, preferences astiligations. Each node in a
goal graph represents a fact or a goal, and directed linkgeagt goal nodes can be
used to represent goal hierarchies. Furthermore, a lirzksgti of links) leading from a
fact (viz set of facts) to a goal node and labelled with ancactilentifier denotes that
execution of this action requires the respective fact torbe, tand contributes to the
respective goal. In terms of the model presented in sectiangdal graph constructed
from the arguments put forward by a specific agent can seraegresentation of this
agent’s public identity. An example of a goal graph for aigattr domain will be given
in section 5.

What makes IBN attractive for the study of argumentatioatetyy learning and the
reason why IBN lends itself well to an implementatiomifinFFrA is that it provides
a rich set of social rules with which agents have to complymwegaging in rational
argumentation. The most prominent of these are:

1. No proposal can be considered viable if it cannot be implaied under current
circumstances, i.e. if its environmental preconditioresraot met. If an agent is in-
formed (believably) that her proposal rests on false astiong) she must withdraw
it.

2. A proposal has to be dropped if it can be shown that its effleave already been
achieved or that they are unachievable.

3. No proposal is acceptable that violates a higher-leval geen though it achieves
some lower-level goal. In fact, to make things more diffiawdt will require that a
proposal that jeopardisesy goal will be considered unacceptable in our experi-
ments.

4. No alternative to a proposal can be rejected once the &xcbben accepted that it
will achieve the alleged goal (i.e. if it achieves the sameghthere is no reason to
reject an alternative).

Quite interestingly, while these rules are based on priasipf agent-level rationality
(some of them in fact reflect fundamental elements of BDI th§s]), in an argumen-
tation scenario they constitute society-level rules of mamicative behaviour: Any
agent who violates them would no longer be treated as rdtipnathers and might

be excluded from the society altogether (simply for lackimg ability to participate in
reasonable communication).

In the context ofn'InFFrA, these rules can be used directly to define argumentation

frames. Consider the two frames for single-3hoBN quoted from [20] and shown

in table 1, which implement rules 1 and 4, respectively. I first frame,B justifies

her refusal to perform the proposed actifinby pointing to a problenP that inhibits

%1n the remainder of the paper, we will use the term IBN to retethis simpler version of
interest-based negotiation.

1 1.e., involving only one iteration of the challenge-justiftion-attack-concession loop shown
in figure 2. For lack of space, the frames developed in [20jtévative IBN are omitted here.



<< — request (A, B, X) — reject(B, A, X) — ask-reason(4, B, X)
— inf-problem(B, A, P) — concede(A, B, P)>,

({problem(P, X)}), (()))

< ( — request(A, B, X) — ask-reason(B, A, X) — inf-goal(4, B,G)
— att-means(B, A,Y) — concede(4, B,Y) — do(B,Y)),

({goal(A, G), achieves(X, G), achieves(Y,G), X #Y}), <<>>>

Table 1. Example frames for single-shot IBN

execution ofX. In the second framd3 attacksA’s justification for actionX (namely

a goalG achieved by it) with an alternative actidfthat achieves: as well. The logi-
cal predicatesroblem, goal andachieves in these examples (their meaning should be
obvious from the context) refer to knowledge states of thfvidual agents. While it
may be fairly easy for both agents to check specific instaotggoblem andachieves
(e.g. by “inspecting” the environment), this is certainbt the case for theoal predi-
cate. However, this statement still has to be consistehtthi public identity of agent
A as given by her past (and future) statements. As a reduttannot attack the al-
ternative meang” for achievingG, independent of the fact if she really hol@sas a
goal??

To allow for the exchange of multiple arguments, [20] furtdefines six frames
for iterative IBN, corresponding to a successful propodadllenged proposal, and re-
jected proposal (i.e. edges leading out of the proposal abfigure 2) and to successful
challenge, successful justification, and successfullaftac edges leading into the con-
cession node). Using these frames in practice (or, moraégaigcusing an indefinitely
long sequence of frames in a single encounter) requires a owmplex control flow
than that currently possible inInFFrA (e.g. storing the state of a particular argument
or proposal when a shift in focus occurs). While beyond tlopeof this paper, this cer-
tainly is on our research agenda in order to increase theesgpeness and flexibility
of mInFFrA.

5 Experimental Results

As a proof of concept, interest-based negotiation usingraction frames has been
implemented and tested in the multiagent-based link exgdagstenLIESIN. In this
system, agents representing Web sites engage in commionit@hegotiate over mu-
tual linkage with the end of increasing the popularity of emevn site and that of other
preferred sites.

12 For reasons of simplicity, we suffice with this, somewhatveaapproach for handling the
complex notion ofcommitmentn dialogue [24]. An elaborate account of commitment man-
agement is beyond the scope of this paper.
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Fig. 3. Part of theLIESON goal graph for the (sub)goal of increasing one’s own pojityldby
either obtaining an in-link with arbitrary rating value aicreasing an having an existing link's
rating valueX be increased t&"), which itself contributes to the (super)goal of incregsime’s
score

Available physical actions in this domain are the additiad deletion of numeri-
cally rated links originating from one’s own site and the rfidtion of these ratings
(where the probability of attracting traffic through a linggends on the rating value).
Agent performance is computed based on the flow through tikenletwork as well
as on private ratings the agents hold towards each othenwbith noticing that these
private ratings also introduce a form of “social standingitice linkage decisions by
higher rated agents have a greater impact on individual #s#/everall performance.
Figure 3 shows a part of the goal graph Fd#SON.

Technically,LIESON agents consist of a non-social BDI [19] reasoning kerndl tha
projects future link network configurations and priorifsgoals according to utility
considerations. If these goals involve actions that hav®etexecuted by other agents,
the m’InFFrA component starts a framing process which runs until the gbabm-
munication has been achieved or no adequate frame can be. fdote that the goal-
prioritising internal reasoning mechanism need not gdaéngentions that are in keep-
ing with the goal graphs talked about in conversations witleoagents. This is exactly
what is meant by strategically exploiting the possibitited public identity management
while pursuing one’s private agenda.

We report on two different sets of experiments in order to gara the performance
of simple proposal-based negotiation (PBN) to that of (&irgiot) IBN. PBN has been
implemented by supplying agents with a set of frames thaweflor requesting action
execution from another agent, proposing alternative astior proposing actions the
other has to perform in return for one’s cooperation. In casttto the IBN case, agents
are free to perform or not perform these actions withoutrmjva reason. Single-shot
IBN is realised using a set of frames, one for each path in thptgof figure 2 (two
examples for these were given in the previous section, factedefinitions of the re-
maining frames cf. [20]). As compared to proposal-basedatigtipn, IBN enforces a
much strictecommunication regimby requiring agents to justify their stance, to ac-
cept any alternative suggested for the same goal, to abamgquroposal that threatens
at least one goal, etc. In particular, this also implies #ggnts cannot simply reject a
proposal because it does not seem desirable in terms ay.utili

Figure 4 shows the average agent performance (in a sociégnafgents) as well
as the individual performances of the best and worst agerRBiN (above) and IBN
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Fig. 4. Performance plots for proposal-based (above) vs. intd@Estd negotiation (below)

(below), both of them averaged over 50 independent runscdhstant lines depicted
in the plots correspond to benchmark values that are reiénghe linkage domain:
the lower benchmark corresponds to the average utilitydhatbe achieved if every
agent “honestly” expresses her opinion towards any othemtday laying a link that is
weighted with her actual rating for the target site, while tipper benchmark is reached
if every agent lays “politically correct” links to all oth@gents by not laying any links
with negative ratings (i.e. concealing any critical vievisther sites). Note that to start
off with, agents know nothing about these benchmarks akattmfigurations that will
yield high utility scores to them. In particular, laying necand more links in an honest
way is only slightly dominated by the strategically supgerplitically correct linkage
pattern and it is quite impressive that agents achieve apeédnce close to the upper
benchmark.



The significance of the results shown in figure 4 is that thenesgmanage to attain
(and maintain) a reasonable level of long-term utility everder these stricter — and
much more realistic — circumstances (albeit with biggertélations indicating frequent
“loss of an argument”). This illustrates nicely thalnFFrA is capable of combining
decision-theoretic learning with complex knowledge-llsasoning about constraint-
governed conversation patterns. The ability to record e&pees with certain commu-
nication patterns (by extending the pre-specified negotidtames with new substitu-
tions and situation-dependent conditions) and to reifdheir use depending on the
environmental feedback obtained while using them in a algr interaction allows
agents to adapt not only to a set of communication patternis fact to the (evolving)
communication practicef a MAS.

The results also suggest that IBN hasequilibratory effect on the social out-
come since the utility difference between most and leastessful agents is somewhat
smaller than is the case for proposal-based negotiatioite Qaturally, the requirement
to “give reasons” (and hence to act rationally in accordavitte public identity) seems
to reduce the impact of “having more power”. Indeed, a clések at individual inter-
actions reveals that agents are capable of “winning an aggtinmdependent of their
power and that of their peer.

6 Conclusions

In this paper, we have presented a practical, adaptive appto argumentation for arti-
ficial agents. Starting with a brief discussion of the gehissaie of strategic interaction,
we have argued for a separation betwigarnal reasoningandsocial behaviouto al-
low for the combination of the decision-theoretic desigraafational, self-interested
agent with the prescriptive, society-level constraintsied by typical argumentation
protocols.

We have introduced the abstract architectufé=rA and the notions oihteraction
framesas a representation of a class of interaction in terms ofsar§tructure and
contextual conditions and dfaming as the process of strategically applying a set of
interaction frames and adapting them from experience.

We have further presented a simplified yet flexible versiomt#rest based nego-
tiation, which allows for rejecting, challenging, justifig and attacking arguments in
the form of agents’ mental states. This version has then ineglemented using a par-
ticular instance ofnFFrA for two-party, turn-taking conversations. The feasipilif
the approach has been illustrated in a agent-based welgérdaenario, and its perfor-
mance has been shown to be comparable to that of simple @lelpased negotiation
while imposing much stricter and much more realistic caists.

To our knowledge, the implementation of IBN framesnifinFFrA constitutes both
the first practical approach and the first application of nreehearning methods to
argumentation-based negotiation in MASs. In the futureywwald like to extend frame
representations to enable more complex communicatiortreants and capture proto-
col information beyond simple turn-taking message segeric particular by allowing
cycles, branching and multi-party dialogues.
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