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ABSTRACT
The paper proposes a novel approach to the semantics of
communication of self-interested and autonomous agents in
open systems. It defines the semantics of communicative
acts primarily as the observable effect of their actual use in
social encounters, and differs thus fundamentally from men-
talistic and current objectivist approaches to the semantics
of agent communication languages. Empirical communica-
tion semantics enables the designer of agent-oriented soft-
ware applications as well as agents to reason about social
structures on the level of dynamically formed expectations,
which we consider to be a crucial capability especially for
social reasoning within and about open systems with truly
autonomous black- or gray-box agents.
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1. INTRODUCTION
Although many approaches to the semantics of agent com-

munication languages (ACL) have already been proposed,
it is widely realized in distributed artificial intelligence that
a comprehensive understanding of agent communication is
still outstanding. Due to agent autonomy, which is certainly
the crucial property of artificial agents, agents need to com-
municate to achieve their goals interactively, where com-
munication has to be seen in contrast to the exchange of
information among ordinary objects. While at first glance
it seems to be relatively easy to define a proper formal se-
mantics for the so-called “content level” of agent languages
(in contrast to the speech act illocution encoded by means
of performatives), as it has been done using, e.g., first order
predicate calculus for KIF [8], there is still no general model
of the actual usage and effects of utterances in social en-
counters, a field which is traditionally studied in linguistical
pragmatics and sociology. Currently, two major approaches
to the meaning of agent communication in a broader sense,
covering both traditional sentence semantics and pragmat-
ics, exist, if we do not count plain interaction protocols (in
some sense very simple social semantics. Interaction proto-
cols can for example be used to provide a partial semantics
for FIPA-ACL [5, 13]) and low-level formalisms like mes-
sage passing. The older mentalistic approach (e.g. [6, 3])
specifies the meaning of utterances by means of a descrip-
tion of the mental states of the respective agents (i.e., their
beliefs and intentions, and thus indirectly their behaviour),

while the more recent approaches (e.g. [1, 4]) try to de-
termine communication from an objectivistic point of view,
focussing on public rules. The former approach has two
well-known shortcomings, which eventually led to the devel-
opment of the latter: At least in open multiagent systems,
agents appear more or less as black boxes, which makes it in
general impossible to impose and verify a semantic described
in terms of cognition. Furthermore, they make simplifying
but unrealistic assumptions to ensure mental homogeneity
among the agents, for example that the interacting agents
were benevolent and sincere. Objectivist semantics in con-
trast is fully verifiable, it achieves a big deal of complexity
reduction through limiting itself to a small set of norma-
tive rules, and has therefore been a significant step ahead.
But it oversimplifies social processes in favor of traditional
sentence-level semantics, and it doesn’t have a concept of
meaning dynamics and generalization (cf. below). In gen-
eral, we doubt that the predominately normative, static and
definite concepts of current approaches to ACL semantics,
borrowed from the study of programming languages and in-
teraction protocols, are adequate to cope with concepts cru-
cial for the successful deployment of agents to heterogenous,
open environments with changing populations like the inter-
net. Of course, this issue is less problematic for particular
environments where agent benevolence and sincerity can be
presumed and agent behavior is relatively restricted, but
for upcoming information-rich environments like the Seman-
tic Web, three particular communication-related properties,
which are traditionally associated with human sociality, de-
serve increased attention: 1) meaning is usually the result
of multiple heterogeneous, possibly indefinite and conflict-
ing communications, 2) benevolence and sincerity can not
be assumed, and 3) homogenous mental architectures and
thus the uniform processing of communicated information
cannot be assumed also.

The reminder of this paper is organized as follows: The
next section provides a more detailed descriptions of the
difficulties of normative and non-normative meaning assign-
ment. Section 3 outlines our semantical approach in re-
sponse to these issues. Finally, section 4 draws some con-
clusions regarding future work.

2. ISSUES IN ACL SEMANTICS FOR OPEN
ENVIRONMENTS

The meaning of utterances has two dimensions that need
to be covered by a comprehensive approach to the semantics
of agent communication: First, the sentence level, which is



the aspect of meaning that is traditionally subject of lin-
guistical semantics. This aspect of meaning is contextual-
ized with an application domain description in the form of
a (assumably) consented ontology. In addition, a calculus
to describe objects and events within the environment the
respective utterance refers to has to be provided, for ex-
ample predicate logic and temporal modalities. The second
dimension of meaning, its pragmatics (i.e., the actual use
and effect of utterances in social encounters), contributes
by far the most difficulties in ACL research. This is mainly
due to agent autonomy, which makes it difficult to obtain
deterministic descriptions of agent behavior. Thus, current
objectivist approaches either deliberatively avoid pragmat-
ics at all, or try to impose pragmatical rules in a normative
manner (leaving beside mentalistic approaches, which are
not suitable for black- or gray-box agents in open system
for obvious reasons). In open systems, this is very prob-
lematic for reasons pointed out in the following, although of
course, not all of the described issues do deserve attention
in all application domains.

2.1 Dynamics and Indefiniteness of Meaning
The meaning of an utterance can most generally be char-

acterized as its consequences, i.e., the course of events caused
by it [16, 15, 17]. The currently most advanced approaches
to ACL semantics determine this meaning as the result of
a functional application of the respective speech act to the
current discourse context, which has been derived as the
outcome of the previous speech acts (e.g., [4]). The dis-
course context is thereby seen as a set of facts (e.g., about
anaphora, roles and other social structures), which serve as
parameters for the application of the speech acts, while the
speech acts themselves function as a fixed mapping rule be-
ing statically assigned to the ACL words. Such approaches
work if the set of speech act types is known a-priori, each al-
lowed utterance denotes a fixed and known illocutionary act,
and the constraining a certain discourse context imposes on
the course of future speech acts is sufficient regarding the
design goals, normative and known from the beginning on.
They do not work, if these conditions are not known a-priori
to either the system designer or the agents, or if they vary
in a manner during run-time of the MAS which is not fore-
seeable at design-time, as it can occur in heterogenous, open
systems.

2.2 Speech Act Taxonomy
The usual set of performative types current ACLs provide

represents an important, but nevertheless incomplete part
of the set proposed by speech act theory [9, 10]. A perfor-
mative has primarily the purpose to make the illocutionary
act an agent performs explicit, and thus the set of performa-
tives available to black-box agents would have to cover every
possible communicational intention, which might be hardly
foreseeable. As a work-around for this problem, contempo-
rary agent languages like FIPA-ACL allow for an extension
of the basic set of performatives, but not in computational
adoption to run-time meaning dynamics. Another observa-
tion which has been made in this respect is that the quite
strict distinction traditional ACLs draw between performa-
tive and content level (as with the duo KQML and KIF), is
quite arbitrary [12], as well as the boundary of assertive and
non-assertive performatives in speech act theory [11].

2.3 Rationality in Interaction

Communication has an unique property: It constructs a
social situation, which is inherently consistent and reason-
able, even if it opposes the “real world” outside communi-
cation and the cognitive beliefs of the agents: 1) Commu-
nicated information is supposed to be consistent with infor-
mation previously communicated by the same agent, or this
agent at least justifies his change of mind, 2) the agent de-
fends and asserts his utterances by means of argumentation
or other rational means like rewards and sanctions, and 3)
information not expressed explicitly can be deduced from
information communicated before and background knowl-
edge. If, for example, in an open auction on the internet
some agent a asserts “I will deliver the goods if you win the
auction.”, an observer does not need to believe him. But the
observer believes that the further communication of a com-
plies with this assertion. To make communication work, this
belief is to some extent independent from reasoning about
the true motives “within the agents mind”. Agent a is sup-
posed to act at least for some time in a rational manner in
accordance with the social image that he projects for himself
by means of communication (e.g., a sanctions the denial of
his proposal, rewards its acceptance etc). The information
about such (bounded-)rational attitude is implicitly associ-
ated with each communication of a self-interested agent, and
is thus part of communication semantics. Some approaches
to ACL semantics somehow target this kind of social ratio-
nality via the introduction of social commitments, but this
term is quite underspecified [12], and often comes along with
mental concepts like the “whole-hearted satisfaction” [2] to
equip commitments with reliable intentions.

2.4 Generalization of Meaning
Current approaches to ACL semantics are intended pri-

marily for dyadic situations. Some of them allow for mes-
sage broadcasts, but they lack a concept for unification and
weighting of multiple messages or, respectively, responses,
to reflect a (possibly inconsistent) common point of view of
multiple agents, or to enable collaboration in joint commu-
nicative action. It is hardly imaginable, how thousands or
even millions of agents shall contribute to web semantics, if
information agents are unable to generalize upon their com-
munications by means of statistical evaluation. Of course,
such abilities could be provided through special frameworks
like recommender systems, but in fact, generalization is an
inevitable part of communication meaning. In human com-
munication, generalization of knowledge especially plays an
important role for the assignment of meaning to underspeci-
fied messages, and the temporal generalization of communi-
cation trajectories (i.e., the prediction of their effects from
experience) in our opinion even provides the most appropri-
ate semantics for agent communication in open systems, as
we will specify next. In response to the described issues,
we propose the following aspects a semantical framework
should consider for being suitable in open environments.

• Expectation-orientation and evolution of semantics. The
meaning of utterances lies primarily within their ex-
pectable consequences and might evolve during system
operation. If no a-priori assumptions can be made, em-
pirical evaluation of observations of message exchange
among agents is the only feasible way to capture this
meaning.

• Support for generalization. In complex or underspeci-
fied social situations, it is required to generalize expec-



tations regarding observed utterances to assign them
a reasonable (however revisable) default meaning.

• Rational attitude. Mentalistic approaches to agent se-
mantics are not feasible for black-box agents , but nev-
ertheless, even for such agents rational planning and
acting can be assumed. Therefore, semantics assign-
ment has to consider “social rationality”, i.e., (bounded-
)rational attitude in behavior.

• Dynamic, context-driven performative ontology. To
overcome restrictions due to a pre-defined set of per-
formatives, we plead for dynamic performative types
which gain their illocutionary force from the social con-
text of their actual use.

• Run-time derivation and propagation of semantics. Since
empirical communication semantics are obtained dy-
namically at run-time, a technical facility is required
to derive and, if this facility is not located within the
agents themselves, to propagate them similar to dictio-
naries and grammars for human languages. Focussing
on the design process of open systems, we’ve developed
such an instance in form of a special middle-agent (the
so-called Social System Mirror [15, 16, 17]).

3. EMPIRICAL MODELLING OF COMMU-
NICATION

The communication model we propose is grounded in So-
cial Systems Theory [14], as it has been introduced for the
empirical derivation of communication structures of artifi-
cial agents [15, 16]. This model is based on the assumption
that sociality in truly open systems is basically the observ-
able result of communication, and therefore social structures
(e.g., roles, public ontologies, organizational patterns) can
be represented by means of probabilistic expectation struc-
tures regarding future communication processes, which are
dynamically extrapolated from observed message trajecto-
ries. This observer is usually an agent which participates in
the communication himself, but it could also be the system
designer or a human application user.

In our model [17], which we can only sketch very briefly
and informally in this work for lack of space, a single com-
munication attempt can be seen as a declarative request
to act in conformance with the information asserted by an
utterance (our approach does not follow speech act theory
here because in our model an utterance always performs a
declaration). In contrast to non-communicative events, an
utterance has no (significant) direct impact on the physi-
cal environment. Instead, its consequences are achieved so-
cially, and, most important, the addressee is free to deny
the communicated proposition. Since an utterance is al-
ways explicitly produced by a self-interested agent to influ-
ence the addressee, communicated content can not be “be-
lieved” directly (otherwise the addressee could have derived
its truth/usefulness herself and a communication would thus
be unnecessary), but needs to be accompanied with social
reasons given to the addressee to increase the probability
of an acceptance of the communicated content. This can be
done either explicitly by previous or subsequent communica-
tions (e.g., “If you comply, I’ll comply too”), or implicitly by
means of generalizations from past events (e.g., trust). The
whole of the expectations which are triggered by a commu-
nication in the context of the preceding communication pro-
cess we call its rational hull. The rational hull specifies the

traditional speech act context (anaphora, common ground
information like public ontologies etc.), and, more impor-
tant, the rational social relationships which steer the accep-
tance or denial of communicated content according the ra-
tional attitudes the agents exhibit. Typically, rational hulls
are initially very indefinite and become increasingly definite
in the course of interaction, provided that the agents work
towards some (temporary) mutual understanding.
Our model is centered around the following terms, which we
propose primarily as “empirical replacements and supple-
ments” for terms associated with traditional ACL semantics,
like “message content” and “commitment”.

Expectation structures The empirically obtained prob-
ability distribution of all future event sequences re-
sulting from the observance of the agents and their
environment. It needs to be adopted for each newly
observed event and subsumes both communicative ac-
tions and ordinary “physical” events. Expectation struc-
tures can be modelled in multiple levels of generaliza-
tion to enable the description of underspecified utter-
ances, communication patterns, collaborative meaning
(e.g., opinions of agent groups) and agent roles (which
are basically generalizations of single-agent behavior).
Expectation structures also provide for the common
ground which contextualizes communication acts.

Social expectation structures The part of the expecta-
tion structures consisting of social expectations that
result from communication processes and constrain fu-
ture communications. The effect a certain utterance
brings about in terms of social expectation structures
is the semantics of this utterance. In contrast, physical
expectation structures are domain-dependent expecta-
tion structures (i.e., ontological information about the
agents environment). Physical expectation structures
include purely normative interaction structures but no
social expectations.

Utterances An agent action event with the following prop-
erties: 1) it is occurring under mutual observation, 2)
without considering social expectation structures, the
event would have a very low probability, 3) its expected
consequences in terms of physical expectation struc-
tures only are of low relevance (think of the generation
of sound waves through human voice), and 4) consid-
ering social expectation structures, the event needs to
be informative, i.e., its probability must be lower 1 and
must result in a change of expectations. For utterances
using a formal language and reliable technical message
transmission, criteria 1) to 3) are clearly met.

Projections Our equivalent to the terms “performative”
and “content”. A projection is a part of the expecta-
tion structures the uttering agent selects as an asser-
tion regarding the future of the communication system
to make the addressee act in conformance with it (e.g.,
fulfill a request). The observer needs to compare the
utterance with both social and physical expectation
structures to find the most probable match. The most
basic kind of projection is obtained through demon-
strative acting, where the uttering agent encodes its
message by means of “playing-act”.

Rational hulls The rational behavior an agent is expected
to perform to propagate, support and defend a certain



uttered projection (e.g., sanctions or argumentation).
The rational hull is defined as the set of social expec-
tations arising from the assumption that the uttering
agent tries (at least for some time) to maximize the
probability that subsequent events are consistent with
the respective projection. A commitment can be seen
as one possible means to such maximization: An agent
commits herself to perform certain actions to bring
about a certain behavior from another agent.

Communication processes A set of probabilistically cor-
related utterances with the following properties: 1)
each agent acts in consistence with the rational hulls
induced from his own utterances (e.g., he does not con-
tradict himself), and 2) each projection is consistent
with 1), i.e. it does not deny that property 1) is met.
Criterium 2) is somehow an empirical kind of mental
understanding : With each communication, an agent
acknowledges implicitly that the other agent tries to
get accepted his projections, even if he does not agree
with these projections.

Communication spheres A communication process together
with the expectation structures arising from this pro-
cess. Whereas a communication sphere is basically the
same as the interaction system known from social sys-
tems theory [14], and resembles some of the properties
of spheres of commitment [7], in our model it has dy-
namic, empirically discovered boundaries in the sense
that communications which do not fulfill the consis-
tency criteria for communication processes are not part
of the respective sphere (but they can be modelled
using higher-order communication structures). Ex-
amples for communication spheres are open markets
and auctions (cf. [16] for a case study on empirical
expectation-oriented modelling of a trading platform)
and (agent-supported) forums on the internet.

Higher-order communication structures Social expec-
tations which govern multiple communication spheres
at the same time.

4. CONCLUSION
We’ve proposed a novel approach to the semantics of agent

communication, based on the empirical evaluation of ob-
served messages. We believe that this approach adopts bet-
ter in comparison to traditional mentalistic or objectivist
semantics to the peculiarities of large, heterogenous open
system, as it enables both the software designer and the
agents themselves to analyze the meaning of messages on
the level of empirical expectations without the need to know
about mental agent properties or architectural details. The
biggest challenge for future research efforts in this respect is
the development of an expectation-oriented ACL, respec-
tively the assessment of an empirical (or semi-empirical,
semi-normative) semantics to traditional ACLs. For this
purpose, we are currently investigating the use of flexible
behavioral patterns assigned to performatives of FIPA-ACL
[5] to serve as a default semantics for empirical meaning as-
signment.
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