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Spatial evolutionary game-theoretic perspective on
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Abstract. The complexity of automated negotiation in a multi-
issue, incomplete-information and continuous-time environment
poses severe challenges, and in recent years many strategies have
been proposed in response to this challenge. For the traditional evolu-
tion, strategies are studied in games assuming that “globally” negoti-
ates with all other participates. This evaluation, however, is not suited
for negotiation settings that are primarily characterized by “local” in-
teractions among the participating agents, that is, settings in which
each of possibly many participating agents negotiates only with its
local neighbors rather than all other agents. A new class of nego-
tiation games is therefore introduced that take negotiation locality
(hence spatial information about the agents) into consideration. It is
shown how spatial evolutionary game theory can be used to interpret
bilateral negotiation results among state-of-the-art strategies.

1 Introduction

As one of the most fundamental and powerful mechanisms for man-
aging inter-agent dependencies, automated negotiation is central for
resolving distributed conflicts between two or multiple parties. Re-
cent years have witnessed an increasing interest in developing negoti-
ation models and strategies for a variety of problems, for example, its
deployment in business process management, electronic commerce
and markets, task and service allocation, etc. As a result, automated
negotiation brings together research topics of artificial intelligence,
machine learning, game theory and economics.

Many novel strategies for complex negotiations have been pro-
posed, but they are primarily evaluated in terms of their performance
in fixed tournaments, where agents remain their strategies unchanged
through tournaments, and which opponents an agent needs to inter-
act with and when they encounter are both fixed. Even although some
recent work [1, 2] employ empirical game theory (EGT) to investi-
gate the fitness of the strategies in more open settings where agents
are allowed to deviate to different strategies, it still suffers from the
small number of possible involved players, and more importantly the
limitation of not considering the location of individuals. Against this
background, this paper investigates strategy performance in a more
interesting but complex environment in which the number of players
may be very large and the interaction range of each involved agent
is locally limited. Specifically, we consider negotiation settings in
which the location of players may affect other agents’ choices of
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new strategies. This allows to better understand the the impact of dif-
ferent settings on negotiation strategies’ fitness in a very dynamic
environment.

2 Evolutionary game-theoretic analysis of repeated
negotiation games

The EGT analysis used in previous work is based on the assump-
tion that each player interacts with all other involved players, that
is, global interaction is assumed (e.g., [1, 3]), this however does not
hold in many real-life cases. Locality thus is an important factor in
negotiation that has not been well studied so far. Moreover, the num-
ber of possible players is rather limited; otherwise the resulting pro-
files/nodes would be extremely large to be well analyzed. There natu-
rally arises another question how the fitness of the strategies changes
when the player size dramatically grows? For these reasons, we in-
vestigate how a population of players behave by changing their nego-
tiation strategies in the case of local and global interaction ranges. In
contrast to global interaction where a player negotiates with all other
players, local interaction takes into account the agents’ local neigh-
borhood. Toward this end, evolutionary game theory, more precisely
spatial evolutionary game theory [5, 6], is applied to the tournament
results. It helps to analyze the impact on fitness (i.e., how well an in-
dividual is adapted to a dynamic environment) of each species (strat-
egy) competing with others locally.

In the context of this research, an individual is located at a certain
environmental position (cell) and its fitness is determined by the av-
erage payoff of its strategy playing against its neighbors®. We assume
that there is a population of players using the strategy set consisting
of the nine top negotiation strategies, with a payoff matrix suggesting
utilities of any pair of strategies. Initially, every strategy has a equal
population of 100 players randomly distributed over a 30x30 two-
dimensional hexagon lattice A. Each cell is occupied by a strategy
and bordered with other six cells, that is to say, every single cell has
six neighbors in its local scale. Calculating the fitness of each cell in
the field is simultaneously performed. After this, each cell imitates
which one has the highest fitness of its neighborhood (including it-
self). In this way the natural selection process (i.e., how to choose
the new strategy of the cell for the next generation) is well defined.

For clarity, Figure 1 gives a running example about how these
strategies evolve, specifically, the dynamics of strategy change over
generations. In the beginning (Figure 1(a)), every cell is randomly
assigned with a strategy with each marked by a distinct color, while
the shares of the strategies in the population are kept being equiv-
alent. Later, in the fifth generation (Figure 1(b)), one strategy (red)

6 The average payoff is calculated through a wide range of ANAC tourna-
ments [4].
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(b) Generation 5

(c) Generation 15

Figure 1. Evolution of strategy distribution.
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Figure 2. Strategy distributions over generations when players interact
with its direct neighbors.

becomes one of the dominant strategies, whereas a number of strate-
gies are fading away and some even has been exterminated. As evo-
lution continues, there are more strategies vanishing, and the propor-
tion of the red strategy in population gradually grows (as shown in
Figure 1(c)).

To obtain results with high statistical significance, we ran the sim-
ulation 10,000 times with random initialization of the location ar-
rangement of the nine strategies. Fig. 2 shows the strategy distri-
butions over generations in the case of interaction between near-
est neighbors. As can be seen, this spatial evolutionary game, after
around 25 generations, ends up with a co-existence of three strate-
gies — Meta-Agent, AgentLG and Gahboninho. Further, the strategy
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Figure 3. Strategy distributions over generations when players interact
with its neighbors and neighbors’ neighbors.

Meta-Agent plays a dominant role in population shares, attracting
more than 96% of the individuals. In spite of being the best one in
competitions, CUHKAgent is exterminated like other weak strate-
gies. With a poor performance in competitions, the survival of Gah-
boninho as the second largest proportion (yet quite small) in the pop-
ulation is surprising.

However, if the nature selection process is modified such that a
player’s interaction range is extended to its neighbors’ neighbors,
then the difference between Meta-Agent and others would be en-
larged. In this case as shown in Fig.3, only Meta-Agent and Gahbon-
inho exist, with Meta-Agent almost fully dominating the population.
Moreover, the generations needed for players to converge to Meta-
Agent also become shorter. In fact, when further extending agent’s
interaction range to all other players (i.e., global interaction), all indi-
viduals switch to Meta-Agent just in few generations. To summarize,
the more players and larger agent-interaction range in the game, the
better performance Meta-Agent delivers.

3 Conclusions

This paper presented a new method to evaluate the performance of
state-of-the-art agents in complex automated negotiations from the
perspective of game theory. More specifically, our work, as the very
first work, studies the fitness of negotiation strategies in repeated ne-
gotiation games where the number of participating players is large
and the location of players serves as an important factor of how to
decide their new strategies.
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